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1. INTRODUCTION

In a recent paper with a similar name, I examined the connection between
the approximation of continuous functions on certain compact sets by
functions of the special form A(x) + B( y), and the solution of a related
system of functional equations. In the present paper, I discuss a more general
form of this, and illustrate it by applying it to the approximation of
continuous functions of three variables by functions of the special form
A(x) + B(y) + C(z), or the form A(x, y) + B(y, z) + C(z, x).

2. THE MAIN RESULT

Let Sand T be compact spaces, and let M be any subspace of C[S X T),
the space of complex-valued continuous functions on S x Twith the uniform
norm II g II = max Ig(s, 01, for all s E S, t E T. Augment M to a subspace H
by adding C[S); thus, H consists of all functions on S X T of the form

/(s, t) "-= h(s) + g(s, t) (1)

where h E C[S] and gEM.
Let ')10' Y1 ,... , ')In be a collection of continuous mappings from S into T,

not necessarily 1:1, and let Kbe the compact set u: ')Ii consisting of the union
of the graphs of the ')Ii' Note that HIK is a subspace of C[K). Let ri ; be
the subset of S consisting of all points S E S such that ')I;(s) = y;(s). Finally,
let Ul , U2 , ... , Un be continuous complex-valued functions defined on S.

Then, consider the system of functional equations

g(s, ')Ii-l(S)) - g(s, ')Ii(S)) = Ui(S), i = 1,2,..., n. (2)

Given the mappings ')Ii and the functions Ui , we seek conditions under which

1 Research sponsored by NSF Grant GP33897Xl.

121
Copyright © 1973 by Academic Press, Inc.
All rights of reproduction in any form reserved.



122 BUCK

there exists a function gEM such that aU Eqs. (2) are satisfied for aU S E S,
or such that they are approximately satisfied with an error that is uniformly
less than €, for every given € > 0. (In the latter case, we say that (2) has
approximate solutions, and in either case, we say that (2) is a solvable system.)

It is clear that (2) will not be solvable unless the functions U; obey certain
restrictions. For example, we must have uk(s) = °for any point S where
Yk-l(S) = Yk(S). More generally, it is necessary that

for s E T k - 1,i • (3)

THEOREM 1. The system (2) has an exact solution (approximate solutions)
gEMfor every choice of the functions Ui obeying the restrictions (3) ifand only
if H 1K equals C[K] (is dense in C[K]).

The proof closely parallels that of the corresponding theorem in [1].
If HIK = C[K], consider the function F defined on K by

F(s,yo(s» = 0,

F(s,Yls» = -{u1(s) + uls) + ... + uls)},

for all s E Sand j = 1,2,... , n. Then, the fact that the functions Ui satisfy
restrictions (3) enables one to verify that F is continuous on K. Accordingly,
there must exist a function f E H such that f = F on K. Writing f as
f(s, t) = h(s) + g(s, t), we have

h(s) + g(s, Yo(s» = 0

h(s) + g(s, yls» = - {ub) + ... + uls)}

for all s E S. Subtracting, we see that gEM is the desired solution of the
system (2). A similar argument shows that approximate solutions can be
obtained if HIK is dense in C[K].

Conversely, given any function FE C[K], consider the system of equations
obtained by choosing

Ui(S) = F(s,Yi-1(s» - F(s, y;(s»

for all s E S and all i = 1,2,... , n. Note that these continuous functions obey
the restrictions (3). If we assume that the system (2) is exactly solvable for
every choice of the Ui obeying (3), then there must exist gEM such that

g(s, Yi-b» - g(s, Yi(S» = Ui(S)

for each i. Setting h(s) = F(s,yo(s» - g(s, Yo(s», it is readily verified that
the function f given by /(s, t) = h(s) + g(s, t), which belongs to H, obeys
f= Fon K.
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Again, a similar argument applies if it is known that the system (2) is
approximately solvable, and the conclusion is that for any E > 0, an f E H
can be found such that Ilf - FIIK < E, and H 1K is dense in C[KJ.

3. FIRST APPLICATION

Let X, Y and Z be compact spaces, and choose S as X X Y and T as Z.
Take M to be the subspace of C[X x Y x ZJ consisting of those continuous
complex-valued functions of the form

g(s, t) = g«x, Y), z),

= g>(x, z) + o/(y, z),
(4)

where g> and 0/ are arbitrary continuous functions. Then, the space H of
functions f of form (1) becomes equivalent to the space of all continuous
functions on X x y x Z of the form

I(x, y, z) = A(x, y) + B(y, z) + C(z, x). (5)

We are interested in the approximation properties of H as a subspace of
C[X x Y x Z] on special compact sets K C X x Y X Z.

For each j = 0, 1,2,... , n, let Yj be a continuous mapping from X X Y
into Z. Let K be the compact subset of X X Y X Z consisting of the union
of the "surfaces" that are the graphs of the Yi . Let Fij be the subset of X X Y
consisting of all the (x, y) for which Yi(X, y) = y;(x, y); these describe the
intersections of the given surfaces.

We are now ready to apply Theorem 1, obtaining the following.

THEOREM 2. HIK is dense in C[X X Y X Z] if and only if the system
offunctional equations

g>(X, Yi-l(x, y)) - g>(x, y;(x, y)) + o/(y, Yj-l(X, y)) - o/(y, Y;(x, y)) = u;(x, y)
(6)

admit approximate solutions g> and 0/ for every choice offunctions Uj that obey
the restrictions

u;(X, y) + um(x, y) + '" + Uk(X, y) = ° on

for all j < k.

When X = Y = Z = [0, 1), smooth functions in H are those that satisfy
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the differential equation (PI/ox oy oz = °in the unit cube; H may also be
characterized by the vanishing of all the functionals L of the form

8

LU) = L (_l)k+l !(Pk )

1

(7)

(8)

where the points Pk in order are (a, h, c), (a', h, c), (a', h', c), (a, h', c),
(a, b', c'), (a', b', c'), (a', b, c'), (a, b, c'). The corresponding theory parallels
closely that for the simpler two variable case in which H = {all A(x) + B(y)}.
H will be dense in C[K], for uncomplicated K, if and only if K cannot support
a linear functional which is a linear combination of point measures and which
annihilates H. Such functions must have a structure similar to that in (7). We
hope to return to the study of this special case in future papers.

4. SECOND ApPLICATION

Again let X, Yand Z be compact spaces, but choose S to be X and T to be
Y X Z. Take M to be the subspace of C[X X Y X Z] consisting of the
functions of the form

g(s, t) = g(x. (y, z»

= <p(y) + .jJ(z)

where <p E C[Y] and .jJ E C[Z]. Then the space H defined by (1) becomes the
collection of all continuous functions on X X Y X Z of the form

lex, y, z) = A(x) + B(y) + C(z) (9)

Again, we are interested in the approximation properties of these functions
on (thin) compact subsets of X x Y x Z.

For eachj = 0, 1, ... , n, let 'Yi be a continuous mapping from X into Y x Z.
Note that we can write 'Yi(X) as (iYlx), fJlx» where iYi and fJi are continuous
mappings from X into Y and Z, respectively. The set K is the union of the
graphs of the 'Y; . When X = Y = Z = [0, 11, the graph of each 'Y i is an arc
lying in the unit cube, so that K is a "thin" set. Since the set rij consists of all
x E X where Yi(X) = y;(x), and since this is equivalent to both iYi(X) = iYlx)
and (3;(x) = (3;(x), these sets describe the mutual intersections of the set of
arcs that comprise K.

We can now apply Theorem 1, obtaining the following.

THEOREM 3. HIK is dense in C[K] if and only if the system of functional
equations
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for x E F j - Lk

admit approximate solutions r' and if; for every choice of the functions Uj that
obey the restrictions

Uj(X) + UHl(X) + '" + uix) = 0

for all j < k.

Much remains to be learned about this special case. The space H is so
small a subspace of C[X x Y x Z] that its annihilator is a large class of
measures on X X Y X Z, and its structure is not well understood. In
particular, it is not yet clear how one should choose the curves comprising K
so that K will not support nontrivial annihilating measures and so that HIK

is dense. A first step is to investigate the behavior of the functional equations
(10) when (Xj and f3j are further specialized. This too may be examined in
future papers.
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